Evolutionary game dynamics with impulsive effects
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A B S T R A C T

The jumps in population size due to the occurrence of an unfavorable physical environment (e.g. the effects of periodic climate disaster on the population size), or due to the intrinsic physiological and reproductive mechanisms of the population (e.g. the seasonal reproduction of most wild animal populations), are called impulsive perturbations. Theoretically, the Lotka–Volterra systems with impulsive perturbations have been analyzed by some authors using the theory of impulsive differential equation (Laksmikantham et al., 1989; Bainov and Simeonov, 1993; Ballinger and Liu, 1997; Liu and Rohlf, 1998; Liu and Chen, 2003, 2004; Tang and Chen, 2003; Jin et al., 2004; Pei et al., 2005; Zhang et al., 2005; Song and Xiang, 2006, 2007). For example, consider the classic Logistic model

\[
\frac{dN}{dt} = rN\left(1 - \frac{N}{K}\right),
\]

where \( N \) represents the population size, \( r \) the intrinsic growth rate, and \( K \) the carrying capacity of environment. For the population dynamics with impulsive effects, the key assumption is that the impulsive perturbations (external effects) can cause jumps in the population size (Bainov and Simeonov, 1993). As a result of an impulsive perturbation at the moment \( t = t_k \), the population size suffer an increment \( \delta_k \), that is

\[
\Delta N(t_k) = N(t_k^+) - N(t_k^-) = \delta_k,
\]

where \( N(t_k^-) \) and \( N(t_k^+) \), are respectively, the population sizes before and after the impulsive effect. For the case with \( \Delta N = C \) and \( N(t_k^-) = \bar{N} \), the Logistic model with impulsive effect has a \( T \)-periodic solution

\[
N(t) = \begin{cases} 
\frac{K(\bar{N} + C)}{\bar{N} + C + (K - \bar{N} - C)e^{-\pi}} & \text{for } 0 < t \leq T, \\
N_0(t - kT) & \text{for } kT < t \leq kT + T 
\end{cases}
\]

for \( k = 0, 1, 2, \ldots \), where

\[
T = \frac{1}{r} \ln \left( \frac{K - \bar{N} - C}{\bar{N} + C(K - \bar{N})} \right)
\]

(see Bainov and Simeonov, 1993). Although the theory of population dynamics with impulsive perturbations has been used to explain the impulsive stabilization and optimal control of population dynamics (Liu, 1995; Fan and Wang, 1998; Angelova and Dishliev, 2000; Tang and Chen, 2002; Xiao et al., 2006), the species coexistence (Chesson et al., 2004; Wang et al., 2007; Pei et al., 2005), the biological control and management of pesticide (Grasman et al., 2001; Tang and Cheke, 2005), and the mechanisms of epidemiology (Donofrio, 1997; Shulgi et al., 1998; Roberts and Kao, 1998), the effects of impulsive perturbations on the population evolutionary dynamics are still not clear.
In order to explain the evolution of animal behavior, Maynard Smith (1982) developed the concept of an evolutionarily stable strategy (ESS) (see also Maynard Smith and Price, 1973). According to Maynard Smith’s (1982) definition, an ESS is a strategy which, if adopted by a population of players, cannot be invaded by any alternative strategy. For the standard evolutionary game dynamics based on the payoff matrix, it has been shown that if an interior equilibrium is an ESS equilibrium, then it must be asymptotically stable (Taylor and Jonker, 1978; Maynard Smith, 1982; Hofbauer and Sigmund, 1988, 1998; Cressman, 1992). Recently, Nowak et al. (2004) studied the emergence of cooperation and evolutionary stability in finite populations using the Moran process. Cooperators help others at a cost to themselves, while defectors receive the benefits of altruism without providing any help in return. In general, defectors are stable against invasion by cooperators. This is based on the traditional concept of evolutionary stability and dynamics in infinite populations. However, for evolutionary game dynamics in finite populations, Nowak et al. (2004) showed that a single cooperating can invade a population of defectors with a probability that corresponds to a net selective advantage.

It is well known that the seasonal reproduction is one of the most important characteristics of most wild animal populations. Tang and Chen (2002) developed a single-species model with stage structure for the dynamics in a wild animal population for which births occur in a single pulse once per time period. Their main result shows that the dynamical behavior of the single species model with birth pulse can be very complex. From an evolutionary game perspective, a natural question is how the evolutionary stability of phenotypes is affected by the seasonal reproduction (or the impulsive perturbations due to the other reasons). For example, for the classical hawk–dove model developed by Maynard Smith (1982), if the characteristic of seasonal reproduction (or the mechanism of impulsive perturbations) is introduced into this model, we have to answer whether the traditional concept of evolutionary stability is still valid. In this paper, a simple two-phenotype evolutionary game model with impulsive perturbations is investigated. Our main goal is to show how the evolutionary game dynamics is influenced by the impulsive perturbations, and to reveal the relationship between the dynamical properties of the system and the traditional concept of evolutionary stability.

2. Basic model

Consider a standard two-phenotype matrix evolutionary game model, where the two pure strategies are denoted by $R_1$ and $R_2$, respectively, and the payoff matrix is given by $A = (a_{ij})_{2 \times 2}$. In this model, it is assumed that (a) each individual uses one of two possible pure strategies; (b) individuals interact in random pairwise contests; and (c) $a_{ij}$ is the payoff of strategy $R_i$ when interacting with strategy $R_j$ for $i,j = 1, 2$ (Maynard Smith, 1982). We assume also that all individuals are pure strategists and that they have the same density-dependent background fitness, denoted by $W(N)$ with $dW(N)/dN < 0$ where $N$ is the population size (Maynard Smith, 1982). Let $n_i$ denote the number of individuals using strategy $R_i$ ($i = 1, 2$), i.e., $N = n_1 + n_2$, and $x$ the frequency of strategy $R_1$ in the population, i.e., $x = n_1/N$. According to Maynard Smith (1982), the dynamics for $n_i$ can be given by

$$\frac{dn_i}{dt} = n_if_i + W(N)$$

for $i = 1, 2$, where $f_i$ represents the expected payoff of strategy $R_i$, i.e.,

$$f_i = xa_{i1} + (1-x)a_{i2},$$

and the mean payoff of the population is

$$\bar{f} = xf_1 + (1-x)f_2.$$  (3)

Clearly, the frequency dynamics can be given by

$$\frac{dx}{dt} = x(1-x)(f_1-f_2)$$  (4)

and is also density-independent. For this simple evolutionary game dynamics, Maynard Smith (1982) showed that (a) Eq. (4) has a unique interior positive equilibrium $x^* = (a_{12} - a_{22})/(a_{12} - a_{22} + a_{21} - a_{11})$ with $x^* \in (0, 1)$ if and only if both $a_{12} > a_{22}$ and $a_{21} > a_{11}$ are positive, or both are negative; (b) the interior positive equilibrium $x^*$ is asymptotically stable if and only if $x^*$ is an ESS equilibrium, i.e., $a_{12} > a_{22}$ and $a_{21} > a_{11}$; (c) the boundary extinction $x = 1$ (or $x = 0$) is asymptotically stable if and only if the pure strategy $R_1$ (or $R_2$) is an ESS, i.e., $a_{11} > a_{21}$ (or $a_{22} > a_{12}$) (see also Lessard, 1984; Hofbauer and Sigmund, 1988, 1998; Cressman, 1992).

As pointed out in Section 1, we introduce the mechanism of impulsive perturbations into the above standard evolutionary game model, where the impulsive perturbations can be due to the intrinsic physiological and reproductive mechanisms of animal population (e.g., seasonal reproduction), or due to the occurrence of an unfavorable physical environment. In order to do this, we make some basic assumptions:

(i) There are effects of impulsive perturbations on the number of individuals that can cause jumps in the number of individuals with phenotype $R_i$ ($i = 1, 2$), $n_i(t)$. As a result of an impulsive perturbation at the moment $t = t_k$, the number of individuals with phenotype $R_i$, ($i = 1, 2$), $n_i(t)$, suffers an increment $\Delta n_i(t_k)$, that is $\Delta n_i(t_k) = n_i(t_k^+) - n_i(t_k^-)$ where $n_i(t_k^+)$ and $n_i(t_k^-)$ are, respectively, the numbers of individuals with phenotype $R_i$ after and before the impulsive effect. A natural constraint is $n_i(t_k^+) = n_i(t_k^-) + \Delta n_i(t_k) > 0$ which means that the number of individuals with phenotype $R_i$ is not destroyed as a result of the impulsive effect (Bainov and Simeonov, 1993).

(ii) For the phenotype $R_i$ ($i = 1, 2$), the increment $\Delta n_i(t_k)$ depends on $n_i(t_k^-)$, that is defined as $\Delta n_i = \gamma_i n_i(t_k^-)$ for $t = t_k$ where $\gamma_i$ is a constant with $\gamma_i > 1$ (i.e., $n_i(t_k^-)$ must be positive) (Bainov and Simeonov, 1993). For $\gamma_1 \neq \gamma_2$, it means that the effects of impulsive perturbations on the numbers of individuals with phenotype $R_i$ and with phenotype $R_2$ are different.

(iii) For simplicity, it is assumed that the moments $t_k$ are $T$-periodic: $t_k = t_0 + kT$ for $k = 1, 2, \ldots$, i.e., the impulsive effect takes place after equal time intervals.

According to the above three assumptions, Eq. (1) can be rewritten as

$$\frac{dn_i}{dt} = n_if_i + W(N), \quad t \neq kT,$$

$$\Delta n_i = \gamma_i n_i, \quad t = kT, \quad k = 0, 1, 2, \ldots$$  (5)

for $i = 1, 2$. Normally, this equation is called the impulsive differential equation. For our main goal, we are more interested in the effects of impulsive perturbations on the frequency dynamics. Notice that, at the moment $t = kT$, the increment in the frequency of phenotype $R_1$, $x$, denoted by $\Delta x$, is

$$\Delta x = U(x)(1-x),$$  (6)

where

$$U(x) = \frac{\gamma_1 - \gamma_2}{1+x_{\gamma_1} + (1-x_{\gamma_2})}$$  (7)

with $1 < U(x) < 1$ and $dU(x)/dx = -U(x)^2$. Thus, similarly to Eq. (5), the impulsive differential equation for the frequency
dynamics can be given by
\[ \frac{dx}{dt} = Q(x), \quad t \neq k\tau, \]
\[ \Delta x = U(x)(1-x), \quad t = k\tau, \quad k = 0,1,2,\ldots, \]
where \( Q(x) = x(1-x)(f_1 - f_2). \)

3. Stability analysis

In order to show the dynamical properties of Eq. (8), we first introduce the following definitions:

**Definition 1.** \( x(t,\bar{x}) \) is a \( \tau \)-periodic solution of Eq. (8) if there exists a \( \tau > 0 \) such that, for any \( t \geq 0 \), \( x(t+\tau) = x(t) \). Here, \( x(0,\bar{x}) = \bar{x} \).

**Definition 2.** A \( \tau \)-periodic solution of Eq. (8), \( x(t,\bar{x}) \), is stable if there exists a deleted neighborhood of \( \bar{x} \), denoted by \( \mathcal{U}^p(\bar{x}) \), such that for any \( x_0 \in \mathcal{U}^p(\bar{x}) \) the limit points of the solution \( x(t,x_0) \) are on the periodic orbit \( x(t,\bar{x}) \).

From the existence and uniqueness of the solution of impulsive differential equation (see Bainov and Simeonov, 1993), for Eq. (8) there must exist a unique \( F(x) \in (0,1) \) such that for all \( x \in (0,1) \)
\[ \int_{h_0}^{h_0} ds = \tau, \quad \int_{h_0}^{h_0} ds = \tau. \]

**Lemma 1.** Eq. (8) has a \( \tau \)-periodic solution if and only if \( F(x) \) has a fixed point.

**Proof.** Let \( \tilde{x} = F(\bar{x}) \) with \( \bar{x} \in (0,1) \). Then, from Eq. (9), we have
\[ \int_{h_0}^{h_0} ds = \tau. \]
Notice that \( x(t,\bar{x}) \) is the solution of Eq. (8), i.e.,
\[ \int_{h_0}^{h_0} ds = \tau. \]

Thus, \( x(\tau) = F(\bar{x}) = \bar{x} \). Clearly, for all \( k = 0,1,2,\ldots \) we have \( x(k\tau) = \bar{x} \), i.e., \( \bar{x} \) is a fixed point of \( F(x) \).

**Lemma 2.** \( F(x) \) is an increasing function of \( x \), i.e., \( F(x_1) \geq F(x_2) \) for all \( x_1 \geq x_2 \) with \( x_1, x_2 \in (0,1) \).

**Proof.** Notice that \( h(x) \) is an increasing function in the interval \( 0 < x < 1 \). From Eq. (9), we have
\[ \int_{h_1}^{h_2} ds = \int_{h_1}^{h_2} ds = \tau. \]
This implies also that
\[ \int_{h_1}^{h_2} ds = \int_{h_1}^{h_2} ds = \tau. \]
Thus, \( F(x) \) is an increasing function of \( x \) in the interval \( 0 < x < 1 \).

**Theorem 1.** Assume \( F(x) \) has a fixed point \( \bar{x} \). Then \( x(t,\bar{x}) \) is a stable \( \tau \)-periodic solution of Eq. (8) if and only if
\[ \lim_{x \to \bar{x}} \text{sgn}(F(x) - x)(x - \bar{x}) = -1, \]
where \( \text{sgn}(x) \) is the sign function, which is defined as \( \text{sgn}(x) = 1 \) if \( x > 0 \), \( \text{sgn}(x) = -1 \) if \( x < 0 \), and \( \text{sgn}(x) = 0 \) if \( x = 0 \).

**Proof.** For simplicity, we have only the proof for sufficiency. If Eq. (10) holds, there must exist a deleted neighborhood of \( \bar{x} \), denoted by \( \mathcal{U}(\bar{x}) \) with \( \bar{x} \notin \mathcal{U}(\bar{x}) \), such that \( F(x) - x \) is less than 0 for \( x \in \mathcal{U}(\bar{x}) \) with \( F(x) - x = \bar{x} \). Denote \( x_k = x(k\tau) \) for \( k = 0,1,2,\ldots \), i.e., \( x(k\tau) = h(x_0) \) and \( x_{k+1} = F(x_k) \). For \( x_0 > \bar{x} \) with \( x_0 \in \mathcal{U}(\bar{x}) \), we have \( x_1 = F(x_0) > x_0 \), i.e., \( \bar{x} < x_1 < x_0 \). By similar arguments, we have \( \bar{x} < x_{k+1} < x_k \) for \( k = 0,1,2,\ldots \) Similarly, for \( x_0 < \bar{x} \) with \( x_0 \in \mathcal{U}(\bar{x}) \), we have \( \bar{x} > x_{k+1} > x_k \) for \( k = 0,1,2,\ldots \). \( \square \)

**Corollary 1.** \( x(t,\bar{x}) \) is a globally asymptotically stable \( \tau \)-periodic solution of Eq. (8) if and only if \( F(x) - x \) is less than 0 for all \( x \in (0,1) \) with \( x \neq \bar{x} \).

**Proof.** The proof is similar to Theorem 1.

**Corollary 2.** \( x(t,\bar{x}) \) is a semi-stable \( \tau \)-periodic solution of Eq. (8) if and only if the following one-sided limits exist and satisfy
\[ \lim_{x \to \bar{x}^-} \text{sgn}(F(x) - x)(x - \bar{x}) = -\lim_{x \to \bar{x}^+} \text{sgn}(F(x) - x)(x - \bar{x}). \]

**Proof.** The proof is similar to Theorem 1.

**Corollary 3.** For Eq. (8), if no periodic solution exists in the interval \( 0 < x < 1 \), then the trajectory will either converge to the boundary \( x = 1 \) or 0.

**Proof.** The straightforward proof is omitted.

According to Eq. (9), let
\[ \Phi(x) = \int_{0}^{x} \left( \frac{\lambda_1}{s} + \frac{\lambda_2}{s + \beta} + \frac{\lambda_3}{1 - s - \beta} \right) ds = \int \left[ \frac{x}{h(x)} \right]^{\lambda_1} \left( 1 - \frac{1}{h(x)} \right)^{\lambda_2} \left( \frac{\alpha}{h(x)} + \beta \right)^{\lambda_3} ds, \]
where \( \alpha = \alpha_1 - \alpha_2, \beta = \alpha_1 - \alpha_2, \lambda_1 = 1/2, \lambda_2 = 1/2, \) \( \lambda_3 = -(\alpha - \beta)^2/(\alpha \beta) \). From Lemma 1, Eq. (8) has a \( \tau \)-periodic solution \( x(t,\bar{x}) \), then we must have \( \Phi(x) = \tau \).

**Corollary 4.** (i) If \( x(t,\bar{x}) \) is a \( \tau \)-periodic solution of Eq. (8), then \( x(t,\bar{x}) \) is locally stable if and only if
\[ \frac{d\Phi(x)}{dx} Q(x) > 0 \]
for all \( x \) in some deleted neighborhood \( \mathcal{U}(\bar{x}) \). (ii) If \( x(t,\bar{x}) \) is a \( \tau \)-periodic solution of Eq. (8), then \( x(t,\bar{x}) \) is locally semi-stable if and only if
\[ \frac{d\Phi(x)}{dx} Q(x - \bar{x}) > 0 \]
has the same sign for all \( x \in \mathcal{U}(\bar{x}) \). (iii) The boundary \( x = 0 \) is locally stable if and only if
\[ \lim_{x \to 0^-} \Phi(x) < 0, \]
and similarly, the boundary \( x = 1 \) is locally stable if and only if
\[ \lim_{x \to 1^-} \Phi(x) < 0. \]

**Proof.** (i) Similar to the proof of Theorem 1, we have only the proof of the sufficiency. For \( x \in \mathcal{U}(\bar{x}) \), if \( Q(x) > 0 \), then \( (\Phi(x) - \tau) Q(x) > 0 \) implies that \( \Phi(x) < \Phi(\bar{x}) \) if \( x < \bar{x} \), and \( \Phi(x) > \Phi(\bar{x}) \) if \( x > \bar{x} \). Notice that
\[ \int_{h_0}^{x} \frac{ds}{Q(s)} = \int_{h_0}^{x} \frac{ds}{Q(s)} = \int_{h_0}^{x} \frac{ds}{Q(s)} = \tau \]
if \( x < \bar{x} \), and
\[ \int_{h_0}^{x} \frac{ds}{Q(s)} = \int_{h_0}^{x} \frac{ds}{Q(s)} = \int_{h_0}^{x} \frac{ds}{Q(s)} = \tau, \]
de as proven earlier.
if $x > \bar{x}$. Thus, we have $(F(x) - x)(x - \bar{x}) < 0$. Similarly, for the situation $Q(x) < 0$ with $x \in \mathbb{R}^2$, we have the same result. (ii) The proof is similar to (i). (iii) From the definition of $F(x)$, the proof is obvious.

4. Results

In general, it is not easy to obtain the analytic expression of $F(x)$. However, as a special case with $\lambda_1 = \lambda_2 = \lambda$ and $\lambda_3 = 0$, i.e., $a = \beta$, and $l = 1/x = 1/\beta$, the function $F(x)$ can be expressed as

$$F(x) = \frac{x(1 + U(x)(1 - x))}{e^{-x/\lambda} + (1 - e^{-x/\lambda})a(1 + U(x)(1 - x))}.$$  

For the fixed points of $F(x)$, it is easy to see that both $x = 0$ and 1 are trivial solutions of equation $F(x) = x$, and that if

$$\frac{1}{1 - e^{-x/\lambda}} + \frac{1 + \gamma_2}{\gamma_1 - \gamma_2} = 0,$$

then $F(x) = x$ holds for all possible $x \in (0, 1)$, and, conversely, if

$$\frac{1}{1 - e^{-x/\lambda}} + \frac{1 + \gamma_2}{\gamma_1 - \gamma_2} \neq 0,$$

then no interior positive fixed point can exist. This means that for $x = \beta$ if $1/(1 - e^{-x/\lambda}) + (1 + \gamma_2)/(\gamma_1 - \gamma_2) = 0$, i.e., $x = -\lambda \ln((1 + \gamma_1)/(1 + \gamma_2))$, then for any initial value $x_0 \in (0, 1)$, $x(t, x_0)$ will be a $\tau$-periodic solution of Eq. (8) (see Fig. 1).

For the situation with $x \neq \beta$, notice that $\frac{d\phi(x)}{dx} = (1 - U(x)(1 + U(x)(1 - x))$, i.e., $\frac{d\phi(x)}{dx} > 0$. Thus, we have that

$$\frac{d\phi(x)}{dx} = \frac{(x - \beta)U(x)}{S(x)}.$$  

where

$$S(x) = ((x - \beta)x + \beta)((x - \beta)x + U(x)(1 - x) + \beta).$$  

For convenience, assume $\gamma_1 < \gamma_2$, i.e.,

$$\frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2} < U(x) < \frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2} < 0.$$

The analysis for the case with $\gamma_1 > \gamma_2$ will be similar. For the existence and stability of periodic solution of Eq. (8), we have that:

(i) If both $x$ and $\beta$ are positive, i.e., the pure strategy $R_1$ is an ESS, then $Q(x) > 0$, $S(x) > 0$, and $d\phi(x)/dx < 0$ (or $> 0$) if $x - \beta > 0$ and $\gamma_1 + \gamma_2$, respectively.

Fig. 1. Payoff matrix is $\beta \gamma_1 \gamma_2$, i.e., $\lambda = 1/x = 1/\beta = 1$, where $R_1$ is an ESS. Here, the parameters $\gamma_1$, $\gamma_2$, and $\lambda \gamma_1$ are taken as $\gamma_1 = 0.228$, $\gamma_2 = 0.5$, and $\lambda = 0.2$. Notice that $1/(1 - \gamma_1) = 0$. Thus, $F(x) = x$ holds for all possible $x \in (0, 1)$.

Fig. 2. $x > 0$ and $\beta > 0$, i.e., the pure strategy $R_1$ is an ESS. (a) Payoff matrix is $\beta \gamma_1 \gamma_2$ with $x = 2$ and $\beta = 1$. The parameters $\gamma_1$, $\gamma_2$, and $\lambda \gamma_1$ are taken as $\gamma_1 = 0.1$ and $\gamma_2 = 0.5$. Since $\Phi(1) = 0.155$ and $\Phi(0) = 0.310$, there is an unstable $\tau$-periodic solution with $\tau = 0.2$. (b) Payoff matrix is $\beta \gamma_1 \gamma_2$ with $x = 1$ and $\beta = 2$. The parameters $\gamma_1$ and $\gamma_2$ are taken as $\gamma_1 = 0.1$ and $\gamma_2 = 0.5$. Since $\Phi(0) = 0.155$ and $\Phi(1) = 0.310$, a stable $\tau$-periodic solution exists with $\tau = 0.2$. 
(or \( z - \beta < 0 \)). (a) For \( z - \beta > 0 \), if a \( \tau \)-periodic solution \( x(t, \bar{x}) \) exists, then it must satisfy \( \Phi(1) < \tau < \Phi(0) \), i.e.,
\[
\frac{1}{\alpha} \ln \frac{1 + \gamma_2}{1 + \gamma_1} < \tau < \frac{1}{\beta} \ln \frac{1 + \gamma_2}{1 + \gamma_1},
\]
and it must be also unstable since \( (d\Phi(x)/dx)Q(x) < 0 \) (see Fig. 2a). (b) For \( z - \beta < 0 \), if a \( \tau \)-periodic solution \( x(t, \bar{x}) \) exists, then it must satisfy \( \Phi(0) < \tau < \Phi(1) \), i.e.,
\[
\frac{1}{\alpha} \ln \frac{1 + \gamma_2}{1 + \gamma_1} < \tau < \frac{1}{\beta} \ln \frac{1 + \gamma_2}{1 + \gamma_1},
\]
and it is stable since \( (d\Phi(x)/dx)Q(x) > 0 \) (see Fig. 2b). Result (a) implies that if an unstable \( \tau \)-periodic solution exists, then the non-ESS boundary \( (x = 0) \) must be locally stable, i.e., it is possible that an ESS strategy can be replaced successfully by a non-ESS strategy under the impulsive perturbations (see Fig. 2a). On the other hand, result (b) shows that if a stable \( \tau \)-periodic solution exists, then the ESS boundary \( (x = 1) \) must be unstable (see Fig. 2b).

(ii) If both \( \alpha \) and \( \beta \) are negative, i.e., the pure strategy \( R_2 \) is an ESS, then we must have \( Q(x) < 0 \) for all possible \( x \in (0, 1) \). Notice also that \( \Delta x = U(x)(1 - x) < 0 \). Thus, no periodic solution can exist, and the system state will be attracted by the ESS boundary \( x = 0 \) (see Fig. 3).

(iii) If \( z > 0 \) and \( \beta < 0 \), then both the phenotypes \( R_1 \) and \( R_2 \) are ESS strategies, and the phenotypic equilibrium exists, i.e., \( x^* = -\beta/(\alpha - \beta) \). For convenience, the function \( Q(x) \) and \( S(x) \) can be rewritten as
\[
Q(x) = (z - \beta)(1 - x)(x - x^*),
\]
\[
S(x) = (\alpha - \beta)x(x - x^*)h(x) = h(x) - h(x^*),
\]
where \( h(x) = x + U(x)(1 - x) \), there must exist an \( \bar{x} \) with \( \bar{x} \in (0, 1) \) such that \( h(\bar{x}) > 0 \), or \( h(\bar{x}) < 0 \), if \( x > \bar{x} \), or \( x < \bar{x} \). It is easy to see that (a) no periodic solution can exist in the interval \( 0 < x < x^* \) since \( Q(x) < 0 \); (b) since \( h(\bar{x}) < 0 \) for \( x \in (x^*, \bar{x}) \), when the system state is in the interval \( x^* < x < \bar{x} \), it will be moved to the interval \( 0 < x < x^* \) after one impulse, i.e., no periodic solution is possible in the interval \( x^* < x < \bar{x} \); and (c) since \( (d\Phi(x)/dx)Q(x) < 0 \) for \( x \in (\bar{x}, 1) \), if a \( \tau \)-periodic solution exists with \( \tau > \Phi(1) \), in the interval \( \bar{x} < x < 1 \), then it must be unstable since \( (d\Phi(x)/dx)Q(x) < 0 \) (see Fig. 4).
In this paper, a two-phenotype evolutionary game dynamics with impulsive effects is investigated. As pointed out in Section 1, if the mechanism of impulsive perturbations (e.g. the effects of periodic climate disaster on the population size, or the seasonal reproduction of wild animal population) is introduced into the classical evolutional game model, we have to answer whether the traditional concept of evolutionary stability is still valid, or how the evolutionary game dynamics is affected by the impulsive perturbations. For our main goal, we mainly focus our attention on the relationship between the traditional concept of ESS in evolutionary game with no impulsive perturbations and the properties of evolutionary game dynamics with impulsive effects. Our main results show that the impulsive perturbations not only result in the periodic behavior of the system, but also it is possible that an ESS strategy based on the traditional concept of evolutionary stability can be replaced successfully by a non-ESS strategy. Our results for evolutionary game dynamics with impulsive perturbations provides another theoretical mechanism, besides such mechanisms as the effect of finite populations on evolutionary game dynamics (e.g. Nowak et al., 2004), for the successful invasion of a mutant strategy.

Acknowledgments

This research was supported by the National Basic Research Program (No. 2006CB403207), the Knowledge Innovation Project of the Chinese Academy of Sciences (no. KZCX2-YW-415), and by the National Basic Research Program (973 Program) (No. 2007CB109107).

References